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Abstract  

Inflation became an important component in the economy as an indicator of the increase in 
prices of goods and services. In addition to general inflation, there are also seven groups of 
inflation categorized based on expenditure. Inflation particularly in Indonesia is influenced by 
internal and external factors. These factors may effect inflation not only at a single point of 
time, but also at certain periods. Money supply is one factor strongly considered to influence 
inflation. Consequently, it is important to forecast inflation by involving money supply as 
input series. The effect of money supply on inflation was analyzed in this study. This research 
focused on hybrid method which is the combination between Autoregressive Integrated 
Moving Average with Exogenous Factor (ARIMAX) and Neural Network (NN). The results 
of hybrid method were compared to individual forecasting method, i.e. ARIMA and 
ARIMAX. The result indicated that hybrid ARIMAX-NN provided precise inflation 
prediction compared to ARIMA or ARIMAX method. Hybrid model can be an effective and 
efficient way to improve forecasting. 
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1. Introduction 

Inflation rate is always volatile from period to period. High inflation will harm the economy, social 
life and stability of a nation. In Indonesia, Bank Indonesia as a national central bank is assigned to 
maintain the stability of inflation though monetary policy, i.e. to control money supply. Hence, the 
models to forecast inflation are required to assess the effect of money supply as an input variable. By 
utilizing forecasting model, the government policies particularly dealing with monetary is expected to 
be preoccupied. 

Numbers of researches on inflation forecasting have been done, yet discussion on inflation forecasting 
is always be an interesting topic. From the search results through Google search engine updated on 
September 23, 2015 there were 238,000 informations relating to inflation forecasting. On the search 
results through direct science sites on October 7, 2015 acquired 21,588 books and journals were 
analyzed regarding the inflation forecasting. 

Forecasting inflation is performed using time series data analysis. One widely used method is the 
Autoregressive Integrated Moving Average (ARIMA) model. The ARIMA models that involves the 
existence of exogenous factors is known as ARIMA with Exogenous Factor so-called ARIMAX 
model. In recent years, the non-linear models for time series analysis began to evolve. This model is 
considered to be more representative to the conditions of existing data. Artificial Neural Network 
(ANN) or commonly called the Neural Network (NN) is one of the non-linear models are often used. 

Zhang [9] proposed a hybrid approach to time series forecasting using both ARIMA and NN models. 
The motivation of the use of hybrid model comes from the following perspectives. First, it is difficult 
in practice to determine whether a time series under study is generated from a linear or non-linear 
process. Second, real-world time series are rarely pure linear or non-linear. Third, it is almost 
universally agreed in the forecasting literature that no single method is best in every situation. 
Makridakis [10] and Palm and Zelner [11] stated that both combining different methods can be an 
effective and efficient way to improve accuracy of forecast. 

In recent years, a hybrid model ARIMA-NN have been applied to time series forecasting that resulted 
in good prediction performance. Faruk [12] used a hybrid ARIMA and NN model for water quality 
time series prediction. Diaz-Roble et al. [13] employed the ARIMA and NN model to forecast 
particulate matter in urban case (the case of Temuco, Chile). Wang et al. [14] proposed a hybrid 
approach combining Exponential Smoothing Model (ESM), ARIMA, and Back Propagation Neural 
Network (BPNN) to forecast stock index. 

This paper applied the hybrid method for forecasting inflation with money supply as an exogenous 
factor. The ARIMAX model was employed at first level continued by Feedforward Neural Network 
(FFNN) as the second level model. The hybrid ARIMAX-NN model was compared to both ARIMA 
and ARIMAX models. It is expected this hybrid method will improve the accuracy of inflation 
forecasting. 

This paper was structured as follows: Section 2 presented a brief review of the literature on the use of 
hybrid ARIMAX-NN. Section 3 presented the methodology used in this study. Section 4 presented the 
result based on the best model and the evaluation of the forecasting. Section 5 was the conclusion. 

2. Literature Review 

2.1 Time Series Modelling 

ARIMA model is a combination of Auto Regressive (AR) and moving average (MA) models. The 
ARIMA model is a linear model that can be applied to the seasonal and non-seasonal time series 𝑋𝑋𝑡𝑡 
over time 𝑡𝑡. Given 𝑋̇𝑋𝑡𝑡 = 𝑋𝑋𝑡𝑡 − 𝜇𝜇, with 𝜇𝜇 = 𝐸𝐸(𝑋𝑋𝑡𝑡), the seasonal ARIMA model is expressed as [15]: 

Φ𝑃𝑃(𝐵𝐵𝑆𝑆)𝜙𝜙𝑝𝑝(𝐵𝐵)(1 −𝐵𝐵)𝑑𝑑(1 − 𝐵𝐵)𝐷𝐷𝑋̇𝑋𝑡𝑡 = 𝜃𝜃𝑞𝑞(𝐵𝐵)Θ𝑄𝑄(𝐵𝐵𝑆𝑆)𝑎𝑎𝑡𝑡  ,                                         (1) 

where 
𝜙𝜙𝑝𝑝(𝐵𝐵)   = (1 −𝜙𝜙1𝐵𝐵 −⋯− 𝜙𝜙𝑝𝑝𝐵𝐵𝑝𝑝) 
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Φ𝑃𝑃(𝐵𝐵𝑆𝑆)  = (1 −Φ1𝐵𝐵𝑆𝑆 −⋯−Φ𝑃𝑃𝐵𝐵𝑃𝑃𝑃𝑃) 

𝜃𝜃𝑞𝑞(𝐵𝐵)   = (1 − 𝜃𝜃1𝐵𝐵 −⋯− 𝜃𝜃𝑞𝑞𝐵𝐵𝑞𝑞) 

Θ𝑄𝑄(𝐵𝐵𝑆𝑆)   = (1 −Θ1𝐵𝐵𝑆𝑆 −⋯− Θ𝑄𝑄𝐵𝐵𝑄𝑄𝑄𝑄) , 

with 𝑆𝑆 is seasonal period, 𝐵𝐵 is backshift operator, and 𝑎𝑎𝑡𝑡 is a sequence of white noise with zero mean 
and constant variance. 

ARIMAX model is ARIMA model with additional variable. In this research, there is one additional 
variable, i.e. money supply. The ARIMAX model can be written as: 

𝑦𝑦𝑡𝑡 =  
𝜔𝜔(𝐵𝐵)𝐵𝐵𝑏𝑏

𝛿𝛿(𝐵𝐵)
𝑥𝑥𝑡𝑡−𝑏𝑏 + 𝑛𝑛𝑡𝑡  ,                                                                      (2) 

where 
𝜔𝜔(𝐵𝐵) = (𝜔𝜔0 − 𝜔𝜔1𝐵𝐵 −⋯−𝜔𝜔𝑠𝑠𝐵𝐵𝑠𝑠) 

𝛿𝛿(𝐵𝐵) = (𝛿𝛿0 − 𝛿𝛿1𝐵𝐵 −⋯− 𝛿𝛿𝑟𝑟𝐵𝐵𝑟𝑟) 

and 𝑏𝑏 is a delay parameter representing the actual time lag that elapses before the impulse of the input 
variable produce an effect on output variable, and 𝑛𝑛𝑡𝑡 R is the white noise of the system that is 
independent of the input series 𝑥𝑥𝑡𝑡. 

2.2 Artificial Neural Networks 

Artificial neural networks (ANN) are one of such models that are able to approximate various 
nonlinearities in the data. Single hidden layer feedforward network is the most widely used model 
form for time series modeling and forecasting. This research use the feedforward network with one 
hidden layer consisting of n neurons and output layer consists of only one neuron. The values of the 
response or output 𝑦𝑦� is calculated by [16]: 

𝑦𝑦�(𝑘𝑘) = 𝑓𝑓𝑜𝑜 ���𝑤𝑤𝑗𝑗𝑜𝑜𝑓𝑓𝑗𝑗ℎ ��𝑤𝑤𝑖𝑖𝑖𝑖ℎ  𝑦𝑦𝑡𝑡−𝑖𝑖(𝑘𝑘) + 𝑏𝑏𝑗𝑗ℎ
𝑚𝑚

𝑖𝑖=1

�+ 𝑏𝑏𝑜𝑜�
𝑛𝑛

𝑗𝑗=1

�                                          (3) 

where 𝑤𝑤𝑗𝑗𝑜𝑜 (j = 0,1,2,…, n) and 𝑤𝑤𝑖𝑖𝑖𝑖ℎ  (i = 1,2,…, m; j = 1,2,…, n) are the model parameters often called 
the connection weights at output and hidden layer, respectively, m is the number of input nodes, and n 
is the number of hidden nodes. The 𝑏𝑏 is intercept and 𝑘𝑘 represent pairs of input-target data. The 
following logistic function is often used as activation function: 

𝑓𝑓(𝑥𝑥) =
1

1 + 𝑒𝑒−𝑥𝑥
                                                                               (4) 

The superscript “o” and “h” at activation function and weight denote output and hidden layer, 
respectively. 

2.3 Hybrid Model 

Both ARIMAX and ANN models have achieved successes in their own linear or nonlinear domains. 
However, none of them be a universal model that is suitable for all time series data. Since it is difficult 
to completely know the characteristics of the data in a real problem, hybrid method that has both linear 
and nonlinear modeling capabilities can be a good strategy for practical use. Zhang [9] considered a 
time series to be composed of a linear autocorrelation structure and a nonlinear component: 

𝑦𝑦𝑡𝑡 = 𝐿𝐿𝑡𝑡 + 𝑁𝑁𝑡𝑡 + 𝜀𝜀𝑡𝑡  ,                                                                          (5) 
where 𝐿𝐿𝑡𝑡 denotes the linear component whereas the 𝑁𝑁𝑡𝑡 denotes the nonlinear part. These two 
components have to be estimated from the data. First, the ARIMAX was employed to model the linear 
component. The residuals from ARIMAX will contain information about the nonlinearity. The results 
from the neural network can be used as predictions of the error terms for the ARIMAX model.  
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2.4 Measure of Accuracy 

The performance of ARIMAX-NN is compared to the individual forecasting method of ARIMA and 
ARIMAX. The Geometric Mean of the Relative Absolute Error (GMRAE) and Median Absolute 
Percentage Error (MdAPE) [17] was used to compare the forecasting accuracy of the three methods. 
The GMRAE is defined as: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑢𝑢,𝑙𝑙 = ��
�𝐹𝐹𝑢𝑢,𝑙𝑙 − 𝑦𝑦𝑙𝑙�
�𝐹𝐹𝑟𝑟𝑟𝑟,𝑙𝑙 − 𝑦𝑦𝑙𝑙�

𝑀𝑀

𝑙𝑙=1

�

1
𝑀𝑀

100%  ,                                                  (6) 

where u is forecasting method, l is forecasting time, and M is the number of forecast. The 𝐹𝐹𝑢𝑢,𝑙𝑙 is 
forecasting value obtained from method u for l-step ahead. The rw denoted the random walk method. 
The 𝑦𝑦𝑙𝑙 is the actual value at time l. 
 

The Md𝐴𝐴𝐴𝐴𝐴𝐴𝑢𝑢,𝑙𝑙 is the forecasting value at �𝑀𝑀+1
2
� if 𝑀𝑀 is odd, or the average of forecasting value at �𝑀𝑀

2
� 

and �𝑀𝑀
2

+ 1� if 𝑀𝑀 is even, where the forecasting values are rank-ordered by 𝐴𝐴𝐴𝐴𝐴𝐴𝑢𝑢,𝑙𝑙: 

𝐴𝐴𝐴𝐴𝐴𝐴𝑢𝑢,𝑙𝑙 = �
𝐹𝐹𝑢𝑢,𝑙𝑙 − 𝑦𝑦𝑙𝑙

𝑦𝑦𝑙𝑙
�   ,                                                             (7) 

3. Methodology 

This research used two series data, i.e. the inflation data as output series (𝑦𝑦𝑡𝑡) obtained from Statistics 
Indonesia and money supply data (𝑥𝑥𝑡𝑡) as input series obtained from Bank Indonesia. Each series 
consisted of 186 monthly data from January 2000 until June 2015 for each series. In-sample dataset 
consisted of 168 observations, while the remaining data as out-sample data. The hybrid ARIMAX-NN 
model was applied to these two time series data. 

Hybrid ARIMAX-NN model building procedure was commenced by analyzing the characteristics of 
inflation data. Subsequently, forecasting inflation used ARIMAX model with money supply as 
exogenous factor. The residuals from ARIMAX model were used in second level modeling by means 
of FFNN. The forecasting accuracy of ARIMAX-NN was compared with the accuracy yielded by 
either ARIMA or ARIMAX model. 

4. Result 

4.1 Characteristics of Inflation Data  

Time series plots of inflation and percentage change of money supply are displayed by Fig. 1 indicates 
a stationary pattern with some outliers exists. The highest inflation occured in October 2005. It was 
caused by the increasing of fuel price in the same month as well as the impact from the previous fuel 
price increment in March 2005. Time series plot of the percentage change of money supply showed a 
stationary pattern in means, except in the variance. The highest decline of 5.77% to -3.22% occured in 
January 2008. 
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Fig 1. Time series plot of Inflation (left) and percentage change of money supply (right) 

 

4.2 Result of Hybrid ARIMAX-NN Model 

The in-sample data was used to train model and the out-sample data was used to evaluate the 
performance of the established model. At first level modeling, the linear model using ARIMAX is: 

𝑦𝑦�𝑡𝑡 =  0.13432 (1 + 0.21845 𝐵𝐵) 𝑥𝑥𝑡𝑡 +
1

(1 − 0.28078 𝐵𝐵)  𝑛𝑛𝑡𝑡                                  (8) 

In (8), the ARIMAX part informed that money supply gives positive impact to inflation. The 
increasing of money supply by 0.22% affected the increment of inflation by one percent. At second 
level modeling, the nonlinier model using FFNN was employed to model the residual  𝑛𝑛𝑡𝑡 in (8). The 
best architecture of FFNN is composed from one input, two hidden layer, and one ouput as reported in 
Tab. 1. 

Tab. 1 Forecast accuracy between architecture FFNN 
Architecture FFNN MSE in MSE out 

(1) (2) (3) 

1-1-1 0.6301 0.6426 
1-2-1 0.6235 0.5625 
1-3-1 0.6874 0.6618 
1-4-1 0.6916 0.6752 
1-5-1 0.6881 0.6746 
1-6-1 0.6788 0.6735 
1-7-1 0.6852 0.6716 
1-8-1 0.6912 0.6633 
1-9-1 0.6928 0.7210 
1-10-1 1.0214 0.6820 

4.3 Comparison with ARIMA 

In this subsection, the hybrid ARIMAX-NN model was compared to ARIMAX and ARIMA model. 
The best individual model for inflation is ARIMA(1,0,1) and ARIMAX model obtained from (8). The 
comparison between the actual value and the forecast value for 18 out-sample data are displayed in 
Fig. 2. The plots indicate that hybrid ARIMAX-NN gives better forecasting than either ARIMA or 
ARIMAX. This visual comparison is supported by the forecasting accuracy measure in Tab. 2. The 
hybrid ARIMAX-NN produced the smallest GMRAE and MdAPE than other two models. It showed 
that hybrid ARIMAX-NN model outperformed the benchmark models to forecast the inflation with 
money supply as exogenous variable.   
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Fig. 2 Time series plot of actual inflation and their out-sample forecast using ARIMA, ARIMAX, and hybrid 

ARIMAX-NN 

Tab. 2 Forecast accuracy between models 
Accuracy Measure ARIMA ARIMAX ARIMAX-NN 

(1) (2) (3) (4) 

GMRAE 0.9060 0.8723 0.7065 
MdAPE 0.7433 0.7540 0.6719 

 

5. Conclusion 

Linear and non-linear approach for time series forecasting were combined. The linier ARIMAX model 
and the non-linear ANN model were combined to forecast inflation with money supply as an 
exogeneous variable. This hybrid model ouperformed the benchmark models, i.e. ARIMA and 
ARIMAX. In the hybrid model, the ARIMAX part indicated positive impact of money supply on 
inflation. The increasing of money supply by 0.22% affected the increment of inflation by one percent. 
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